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Abstract—Beam selection is a fundamental problem in millime-
ter wave (mmWave) communication systems. Yet, most existing
beam selection techniques focus on the exploitation of spatial
channel features to reduce their airtime overhead in stationary
mmWave networks. In this paper, we exploit the temporal
correlation of wireless channels to facilitate beam selection in
mobile mmWave networks. Specifically, we present a Temporal
Beam Prediction (TBP) scheme for a mobile mmWave device
to predict its future beam direction based on its history beam
selection profile. TBP has two challenges in its design: i) non-
uniform history data samples due to the bursty nature of data
traffic; and ii) non-smooth beam angles over time due to the
multipath effect of channels and the imperfect radiation pattern
of phased-array antennas. TBP addresses these two challenges
by employing a new mobility-aware LSTM model that takes data
timestamp for its training, together with an adversarial learning
model to exploit user-independent features for beam steering. We
have evaluated TBP through over-the-air (OTA) experiments on
a 60 GHz mmWave testbed. Experimental results show that the
average prediction error of TBP is less than 7 degrees and that
TBP improves the throughput by 60% in representative mmWave
networks.

Index Terms—wireless networks, mmWave communications,
beamforming, deep learning

I. INTRODUCTION

Millimeter wave (mmWave) will be the bedrock for 5G
and beyond wireless networks to realize the vision of smart
society and digitized physical world by offering ultra-low
latency, multi-Gbps, scalable wireless connections for emerg-
ing applications such as virtual reality (VR), cloud-centric
real-time AI, and high-resolution video streaming [1]. In
mmWave networks, devices are reliant on analog beamforming
to combat high path loss. In practice, a set of beam angles
are predefined, and the analog beamforming operation for a
mmWave device is equivalent to the selection of the best beam
index that can maximize the signal strength at a receiver. If
candidate beams are probed sequentially and exhaustively to
identify the best one, the beam search process will entail a
large airtime overhead. The emerging applications such as
augmented reality (AR) and virtual reality (VR) services have
a high demand for bandwidth and communication latency.
Therefore, it is critical to develop more efficient beam selec-
tion schemes that can reduce the beamforming overhead for
mmWave devices.

S. Zhang, Q. Yan, T. Li, L. Xiao, and H. Zeng are with the Depart-
ment of Computer Science and Engineering, Michigan State University,
East Lansing, MI 48824 USA. (e-mail: sczhang@msu.edu; qyan@msu.edu;
litianx2 @msu.edu; Ixiao@cse.msu.edu; hzeng @msu.edu). The corresponding

author is H. Zeng (e-mail: hzeng@msu.edu). This work was supported in part
by NSF Grants CNS-2100112 and CNS-2312448.

To reduce the airtime overhead of beam selection, different
approaches have been studied for the management of beam
search, such as out-of-band CSI-assisted beam selection [2],
[3], [4], [5], compressive sensing [6], [7], [8], hierarchy
beam search [9], [10], [11], [12], and learning-based beam
search [13], [14], [15], [16], [17], [18]. These approaches
have demonstrated a great success in the acceleration of beam
selection and the reduction of its airtime overhead. However,
most of prior efforts focus on the beam search optimization
in a snapshot of networks by exploiting spatial features of
mmWave channels. The exploitation of temporal correlation
of mmWave channels for beam selection remains limited.

In this paper, we exploit temporal channel correlation of a
mobile mmWave device to predict its future beam direction
based on its history beam selection profile, with the aim
of reducing the airtime overhead of beam search in mobile
mmWave networks. Specifically, we present a Temporal Beam
Prediction (TBP) scheme for a mobile mmWave device to
estimate its future beam direction based on its history beam
selection profile. TBP was motivated by the recent success
of pedestrian trajectory prediction [19], [20], [21], for which
recurrent neural network (RNN) models have demonstrated
a great potential for accurate prediction. TBP borrows the
idea from pedestrian trajectory prediction by using LSTM
[22] as the model for beam prediction in mobile mmWave
networks. LSTM has proved its efficiency and effectiveness in
capturing the dynamic pattern of beam directions by retaining
information about past directions. The internal memory can
encapsulate details pertaining to the environment and user
mobility, thereby achieving accurate prediction of the future
beam direction. Specifically, TBP asks each mmWave device
to record its beam angles adopted by its past packets, and
uses its past beam angle profile to predict the best beam
angles for its current or next packet transmission. As expected,
the predicted beam angle might not be the best. So a beam
refinement algorithm is employed to find the best one through
a local search.

Compared to trajectory prediction, beam prediction has two
new challenges. First, the past data samples (history beam
selection results) are non-uniform over time due to the bursty
nature of data traffic. For example, the time interval of VoIP
traffic ranges from 5 ms to 40 ms [23], depending on the voice
intensity. The non-uniformity of data samples calls for a new
LSTM model that can take into account data timestamp for the
beam angle prediction. Second, unlike movement trajectory,
the best-beam angle trajectory may have sharp changes due
to the multipath effect of wireless channels and the imperfect



radiation pattern of phased-array antennas. Consequentially,
the best-beam angle trajectory is typically non-smooth over
time, making it challenging to perform an accurate prediction.

To address these two challenges, TBP proposes a mobility-
aware LSTM (mLSTM) model for the beam angle prediction.
The novelty of mLSTM lies in a new structure of its cells,
which takes both data samples (history beam angles) and their
timestamps as the input to predict future beam angles. This is
in sharp contrast to traditional LSTM, which does not consider
the timestamps. The inclusion of data timestamps makes it
possible for the mLSTM model to extract the time-dependent
features, which is critical for improving the beam prediction
accuracy. In addition, TBP employs an adversarial learning
structure to extract the user-independent features for the beam
prediction. The combination of CNN-based feature extractor,
mLSTM-based beam angle predictor, and adversarial-learning
discriminator appears to be an efficient model for the temporal
beam prediction in mobile mmWave networks.

In addition, a wireless device may be equipped with both
mmWave and sub-6GHz radios for its communications. For
such a case, we enhance the design of TBP by leveraging the
out-of-band channel state information (CSI) from co-located
sub-6GHz radio to improve the accuracy of mmWave beam
prediction. The key challenge here stems from the heterogene-
ity of data samples from the two radios. Specifically, mmWave
radio generates beam indices (i.e., beam angles), while sub-
6GHz radio generates channel coefficients (or channel matrix).
Per our experiments, simple concatenation of data samples
from the two radios as the input for beam prediction yields an
inferior performance. To address this challenge, TBP converts
sub-6GHz CSI to the corresponding beam angles by exploiting
their inherent spatial relations. The converted beam angles will
then be combined with mmWave beam angles for training and
inference. Such a CSl-assisted learning model is particularly
useful for cases where a mmWave radio does not have suffi-
cient data samples for prediction (e.g., when a mmWave radio
just wakes up from sleep mode).

We have built a prototype of TBP on a software-defined
radio (SDR) 60GHz mmWave testbed. The mmWave device
is equipped with a planar antenna with 4x8 patch antenna
elements, and installed on a building’s ceiling. We evaluated
the performance of TBP in four scenarios: lab, conference
room, hallway and apartment. Experimental measurement
shows that the average prediction error of TBP is less than
7 degrees for both beam azimuth and elevation angles in most
of our studied cases. Experimental measurement also shows
that the utilization of out-of-band CSI can further improve
the beam prediction accuracy for a mmWave device. Based
on the measurement results, we simulate the throughput gain
of TBP in a mobile mmWave network with representative
traffic settings. The simulation results show that TBP can
improve the throughput by more than 60% compared to
existing approaches in all four scenarios.

The contributions for this paper are summarized as follows.

o To the best of our knowledge, TBP is the first system-
focused beam prediction scheme that exploits the tem-
poral correlation of mmWave channels along a device’s
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Fig. 1: Illustration of temporal beam prediction (TBP) for both
mmWave AP and station (user device).
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Fig. 2: The structure of beacon interval (BI) in 802.11ad.

movement trajectory to reduce the airtime overhead of
beam search.

o TBP proposes a deep-learning network structure with new
LSTM cells, which is capable of accommodating non-
uniform, non-smooth data samples for accurate predic-
tion. It also leverages out-of-band CSI to improve the
beam prediction accuracy.

o TBP has been evaluated on a 60GHz mmWave testbed.
Extensive experimental measurement confirms its effec-
tiveness of beam prediction.

II. PROBLEM DESCRIPTION

We consider a mmWave communication network as shown
in Fig. 1, where an access point (AP) is installed on the
ceiling of a building to serve a set of stationary or mobile
stations (user devices). To combat the high path loss, analog
beamforming is adopted at both AP and station sides for signal
energy steering. In practice, a set of beam angles are typically
predefined for selection. As such, analog beamforming is
equivalent to the selection of the best azimuth and elevation
beam angles for a mobile device’s phased-array antenna.
In what follows, we first briefly introduce the beam search
approaches in 802.11ad and 5G NR, and then present our
design objective.

A. Preliminaries

Beam Search in IEEE 802.11ad/ay. IEEE 802.11ad [24]
is a 60GHz mmWave communication standard. The beam-
forming training in 802.11ad comprises two phases: i) Sector
Level Sweep (SLS), and ii) Beam Refinement Protocol (BRP).
Fig. 2 shows the beacon interval (BI) structure in 802.11ad.
The SLS takes place in the beacon header interval (BHI), while
the BRP takes place in the data transmission interval (DTI).
In the SLS phase, the user device configures its antenna to
an omnidirectional radiation pattern, while the AP sweeps
its beam over all possible directions. At the end of this
process, the user device identifies the AP’s best beam index



and reports it to the AP. After identifying the AP’s best beam
index, a similar operation is performed on the user side to
find its best beam index. More specifically, the AP uses its
identified best beam index, and the user device sweeps its
beam over all possible directions. In the end, the AP will find
the user device’s best beam index and send it to the user.
SLS is mandatory in IEEE 802.11ad, and its beam training
process takes about 1.54 ms for 7-degree beamwidth [2].
While the SLS phase is mandatory, the BRP phase is optional
in 802.11ad. In this phase, the beam selected from SLS is
refined through an iterative procedure. While the goal of SLS
is to establish the connection between two devices at the
control mode rate, the goal of BRP is to optimize devices’
antenna settings by making use of the TRN field in a frame.
It allows for multiple measurements in the same packet and
thus enables coherent measurements, leading to a significant
performance improvement compared to SLS.

Compared to 802.11ad, 802.11ay introduces various en-
hancements and new concepts that improve beam training
and extend its support for new applications. Some of the
training-related enhancements are highlighted as follows: 1)
a new beamforming procedure, called BRP Transmit Sector
Sweep (TXSS), was introduced to improve the efficiency of
beamforming; ii) first path beamforming training is defined
to support positioning applications; iii) group beamforming is
specified to reduce overhead by enabling the training for mul-
tiple stations simultaneously; and iv) a new BRP packet called
EDMG BRP-RX/TX packet is defined to enable concurrent Tx
and Rx beam training.

Beamforming in 5§G mmWave Networks. MmWave com-
munication (on 24-47 GHz) is a key component of 5G New
Radio (NR) in order to increase the network throughput. The
beam training procedure in 5G is similar to that in 802.11ad.
The base station initiates the beam search process by sweeping
its beam over all possible directions. At the end of this period,
the user equipment identifies the best beam index for the base
station and reports it to the base station. This process repeats
with a smaller beamwidth at the base station, until the base
station obtains its best beam index. After that, the base station
fixes the beam direction and the user equipment sweeps over
its beam angles to find the best one.

B. Design Objective

The airtime overhead of beam training in both 802.11ad/ay
and 5G NR is O(N), where N is the number of beam
candidates. While many schemes (e.g., [7], [25], [3], [26],
[27]) have been proposed to reduce the overhead, most of
them are limited to the exploitation of spatial-domain chan-
nel features in a snapshot of the network. Inspired by the
pedestrian trajectory prediction [19], [20], [21], this paper
focuses on the system-perspective design of efficient beam
search strategies for a mobile mmWave device by exploiting
the temporal channel correlation over its movement trajectory,
aiming to reduce the airtime overhead of its beam training
procedure.
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Fig. 3: The overview of TBP.

III. TBP: DESIGN
A. Overview

Fig. 3 shows the system architecture of TBP for a mobile
mmWave device to predict its future beam angles based on
its past beam selection results. The system has a database to
record the past beam information, i.e., (o, 8;,t;,s;), where
1 is the data sample (beam) index (¢ = 1,2,--- ,N), a; is
the beam azimuth beam angle, 3; is the elevation beam angle,
t; is the time moment when this data sample is generated,
and s; is the ID of the user device for whose data sample is
generated. A CNN is used to extract the features of beam
azimuth and elevation angles. Two mLSTM branches are
adopted in the system. One is used for prediction, and the
other is used as the user device discriminator for adversarial
learning. The rationale behind this design is that we wish to
extract the beam features that are independent of individual
user devices, so that this design is generally applicable. The
user device discriminator (i.e., mLSTM 2 in Fig. 3) is used
for this purpose.

The predicted beam angles go through the local beam search
procedure in real mmWave systems to find the optimal beam
angles. The final selected beam is used by the antenna for
signal steering and sent to the database for future use. The
key components of TBP are highlighted as follows.

e CNN for Feature Extraction: As shown in Fig. 3, a CNN

is used to extract features before sending data to the
mLSTM modules. The CNN has 12 kernels with a size
of 4, and it uses ReLU as the activation function.
The kernel size and the number of kernels are adjusted
based on the model’s performance. Smaller kernel sizes
excel at capturing fine-grained features, while larger ones
are adept at capturing broader patterns. Given that TBP
aims to capture dynamic patterns, the beam prediction is
oriented towards the current moment; hence, larger kernel
sizes might overlook the optimal beam direction at the
present time. While a higher number of kernels enhances
the feature space, it amplifies the model complexity.
Based on our experimental observations, we employ 12
kernels to extract the features of the data. Besides, the
causal padding is employed to avoid the time length
changes.

o mLSTM and Adversarial Learning: Referring to Fig. 3,
two identical mLSTM networks are used in TBP. These
two mLSTM networks are structured for adversarial
learning, following the architecture in [28]. The first
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Fig. 4: Experimental data that show the comparison between
a mmWave AP’s best-beam direction and its LoS direction
when communicating with a station.

mLSTM is for predicting the beam angles based on the
history information, while the second mLSTM is used
to predict the user device. We note that the training
purpose is to enable the CNN to deceive the second
mLSTM, thereby allowing the CNN to extract user-
independent features. Both mLSTMs are connected to the
fully connected layers. In addition, mLSTM 2 is added
with a SoftMax layer after a fully-connected layer. The
output of SoftMax is the possibilities of the devices by
which the data samples are generated.

e Local Beam Search in Real System: Since the predicted
beam may not be the best one, a local beam search
module is employed to perform beam refinement in
real systems. It follows the specified protocol, with the
aim of finding the optimal beam for data transmission
and therefore improving the efficiency of transmission.
Details are given in Section III-D.

B. mLSTM: Mobility-Aware LSTM

The prediction of mmWave beam azimuth and elevation
angles has two unique challenges: non-uniform and non-
smooth data samples over time. Fig. 4 shows our experimental
results of comparison between the best-beam direction and the
LoS direction in a lab scenario. It can be seen that the time
intervals of consecutive data samples are not identical. This is
because data traffic is bursty in nature. It can also be seen that
the best beam angles may differ from and less smooth than
LoS angles over time. This is caused by the multipath effect
and non-ideal antenna radiation. To address these challenges,
we propose an LSTM model for a mobile device to predict its
beam angles based on its past beam selection profile.

RNN has been widely used for processing time-series se-
quential data. Connections between hidden units form a cycle
that can send the past memory to the current cell. In this way,
RNNs are particularly useful for dealing with the problem
where the past memory has a strong effect on the current
status. However, RNNs 1is incapable of capturing long-term
dependence because of the vanishing and exploding gradient
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Fig. 5: The structure of the mLSTM.

problems [22]. LSTM, a special case class in RNN, can handle
long-term memory without the problem mentioned above.

A traditional LSTM cell has four parts: forget gates, input
gates, output gates, and a cell state. The input time-series data
for the traditional LSTM cell is assumed uniformly distributed,
disregarding the time intervals between samples. This means
that the time gaps between consecutive samples are not taken
into consideration during the data processing. However, the
time series data is not always uniformly distributed especially
when we consider communication requests. The communica-
tion frequency depends on the users’ needs and also the type
of data the user requested. The data from the mmWave band
only obey the Poisson distribution.

Given the non-uniformity and non-smoothness of the beam
angles over the device’s movement trajectory, traditional
LSTM models may not work well for the prediction (e.g., [29],
[30]). This coincides with our experimental observations. To
solve this problem, we propose a new mobility-aware LSTM
(mLSTM) model for the beam prediction over time, as shown
in Fig. 5. The input includes both data samples (past beam
angles) and their timestamp. The output is the predicted beam
angles at a given time moment. In this mLSTM structure,
the memory from the previous time slot is first decomposed
into short-term memory through a data-driven method. Unlike
the time-aware LSTM in [31], which discounts on short-term
memory, our mLSTM extracts the long-term memory and
discounts on it. The intuition behind this operation is that, for
the beam prediction problem, the short-term memory should
carry higher weights for the prediction. In other words, the
near-past beam samples should play a more important role in
the prediction than the far-past beam samples. Still, the long-
term memory is kept to capture the general moving tendency.
Comparing with the traditional LSTM, the memory is adjusted
with a larger amount of short-term memory and a fewer long-
term memory. To discount the long-term memory, mLSTM
utilizes a non-increasing function on the time interval and
multiplies it with the long-term memory.

Fig. 5 shows the diagram of our proposed mLSTM, where
each of its cells can be mathematically expressed as follows:

cj»_l = tanh(Wyc,;_1 + bs) (1a)
(1b)

— . _ S
Cj1 =Cj—1—Cj_,4



Atj=t; —t;_, (1c)
¢y =cj_, @d(At)) (1d)
Cj1= é;_l +c5 (le)
i; = c(Wyix; + Wphj_1 +by) (1)
f; =U<Wa;fXj +thhj,1+bf) (1g)
0; =0(Wyox; + Wpohj_1 +b,) (1h)
&; = tanh(W,.x; + Wych;_y +b,) (1i)
c;=Ff0¢1+i;0¢ 1j)
h; = o; ® tanh(c;), (1k)

where x; is the input data, At; is the relative timestamp
calculated from the database, h;_; is the previous hidden
state, and c;_; is the previous memory. W;, Wp;, b; are the
parameters for input gate. W, Wy, ¢, b are the parameters
for forget gate. W,, Wy,, b, are the parameters for output
gate. Wy, Wy, b, are the parameters for candidate memory.
cj_; is the short-term memory, which is decomposed from
previous memory cell c;_1; W, and b, are new weight matrix
and bias vector defined for this operation, respectively. cz»_l
is the long-term memory, and é;_l is the discounted long-
term memory. Here, the non-increasing function being used
is d(At) = 1/At. ¢;_; is the final adjusted memory which
includes the full short-term memory and the discounted long-
term memory. It is used to update the memory. This mLSTM
is the fundamental building block for the design of TBP.

C. Automated Training Process

Data collection Automation. A mmWave device first works
in the traditional beam training mode (e.g., using 802.11ad
or 5G NR beam training protocol [32], [33]) to collect data
samples for the training of TBP. A data sample can be denoted
as («;, Bi, ti, S;), where 1 is the sample index. After sufficient
data samples have been collected, TBP starts to train its
models. As shown in Fig. 3, after TBP completes its model
training and enters its inference phase, it will still add data
samples to its database, which can be further used to train its
model if necessary. It should be noted that the training process
will not disrupt the normal communications of a mmWave
device, as the data samples are side information from standard-
compatible mmWave communication.

Training of TBP. Following the structure in Fig. 3, mLSTM
1 is trained to minimize the following loss function: £, =
LSV (@ —i)® + (Bi — B:)?], where (a;, ;) are the beam
angles of a data sample, (&, Bl) are the prediction results (see
Fig. 3), and N is the total number of training samples in this
mini-batch. Denote W, as the weights of mLSTM 1. Then,
they are updated as follows: W, < W, — uag—‘f‘i, where i,
is the update step size (i, = 0.01 in our experiments).

mLSTM 2 serves as a user device discriminator. It shares
the identical structure of mLSTM 1. Denote p; as the output
probability vector of the SoftMax layer when the input data
sample is («, B, t;, ;). We define its loss function as: L4 =
—% Zfil log(g(ps, si)), where g(p;, s;) returns the element
of p; that corresponds to user device s;. Based on this loss
function, the weights of mLSTM 2 are updated by: W4 <«

W4 — ud%‘;, where g is the update step size (uqg = 0.01
in our experiments).

The training of CNN has two purposes: i) minimizing the
prediction loss £, and ii) maximizing the domain discrimina-
tion loss L£4. We define the combined loss function as follows:
Lo =L,y — Lg, where v is a tuning parameter (v = 0.2 in
our experiments). Based on this loss function, the weights of
CNN are updated by: W, < W, — e g‘f;e, where (i is the
update step size (1 = 0.01 in our experiments). As a feature
extractor, the CNN tries to cheat the user discriminator by
maximizing its loss function £4 while improving the perfor-
mance of beam prediction by minimizing the loss function £,.
With this adversarial learning structure, TBP tends to extract

the user-independent features for the beam prediction.

D. Prediction with Local Beam Search

After the model is trained, it then can be used for beam
prediction based on the past beam samples in the database. In
the inference phase, the predicted beam angles (the output of
mLSTM 1) may or may not be accurate enough for packet
transmission. Hence, TBP performs a local beam search, with
the aim of finding the best beam angle for signal steering.
Suppose that a mmWave device has a set of pre-defined beam
azimuth angles {a;, : 1 < p < N,} and a set of pre-defined
beam elevation angles {53, : 1 < ¢ < N,}. Also, recall that
(@, B) are prediction results of our model, i.e., the output of
mLSTM 1 in Fig. 3. Then, the task of beam refinement module
can be formulated as: (p*, ¢*) = arg max, , f(a,, 3,), subject
to |a, — &| < 74 and |8, — 3] < 74, where 7, and 75 are
the thresholds for azimuth and elevation angles, respectively.
f(ayp, By) is the resulting signal strength at receiver when the
transmitter uses (a,, B4) as the azimuth/elevation beam angles.
To find the optimal beam direction, we can perform the beam
probing protocols in Section II-A. Since TBP only needs to
perform a local search, its airtime overhead of beam training
is much less than that of existing beam training schemes.

IV. TBP: OUT-OF-BAND ENHANCEMENT

MmWave communication systems feature high bandwidth,
small coverage, and susceptibility to blockage. Thus, it is
expected that mmWave communication systems will coexist
with sub-6GHz WiFi systems as they complement each other.
In this section, we consider an indoor wireless communication
network where each device is equipped with both mmWave
and sub-6GHz WiFi radios. We aim to take advantage of
widely-available sub-6GHz WiFi CSI to enhance the beam
prediction for mmWave radio. This design is particularly
useful for the case where mmWave radio is in the sparsity
of past data samples for beam prediction (e.g., mmWave radio
just wakes up from sleep mode, mmWave radio is inactive for
a long time). Although the literature has many works on out-
of-band beamforming [2], [4], [3], [S], [27], [34], their focus
is mainly on simplifying beam search in the spatial domain.
Here, TBP focuses on the temporal prediction of beam angles.
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A. Design

Fig. 6 shows the overall structure of TBP for the case when
sub-6GHz CSI is available for beam prediction. Compared to
the learning model in Fig. 3, the only difference is that it
adds data from sub-6GHz radio for its training and inference.
As shown in Fig. 6, the data sample from mmWave radio is
denoted as («;, B;,ti, s;), while the data sample from sub-
6GHz radio is denoted as (Hj,t;,s;). Apparently, the data
samples from the two radios are in very different formats.

An important question is how to combine the data from
the two radios for training and inference. For this question,
a straightforward method is concatenation, i.e., feeding all
raw data to the CNN and letting the CNN extract the useful
features. However, this method did not perform well in our
experiments. We guess the reason is that the CNN is incapable
of extracting meaningful features from the heterogeneous
data samples. To address this problem, we could unify the
data format from the two sources by converting the sub-
6GHz CSI to the azimuth and elevation angles of the LoS
path (see Fig. 7 for example), and then combine the best
beam azimuth/elevation angles and the LoS azimuth/elevation
angles as the input of CNN. While this method performs
better than the previous method, its performance still remains
unsatisfactory in our experiments.

It could be attributed to two reasons. The first one lies in
the fact that the best-beam direction may differ from the LoS
direction. Through a careful study of the CNN model’s input
and output data, we found that in a large portion of input data,
there is a discrepancy between the LoS direction (calculated
from sub-6GHz CSI) and the best-beam direction (obtained
from mmWave search). This is not surprising. In practice, the
best-beam direction deviates from the LoS direction due to
the imperfect radiation pattern of patch antennas in mmWave
systems and the presence of strong Non-LoS paths. The second
reason is that CNN may not be capable of differentiating the
best-beam direction from the LoS direction during training
and inference. Due to the discrepancy between LoS and best-
beam directions within the training data, the model faces
challenges in distinguishing the best-beam direction from the
LoS direction in the inference phase. This is because the
direct-merging method depends solely on time alignment,
without utilizing the best-beam direction obtained through
mmWave search to correct the corresponding sub-6GHz LoS
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direction. Furthermore, the larger amount of sub-6GHz CSI
data significantly diminishes the impact of the best-beam data
generated from the mmWave search.

Based on the above observations, we propose a new method
to convert sub-6GHz CSI to its azimuth and elevation angles. It
comprises two steps: i) convert CSI to LoS azimuth/elevation
angles, and ii) estimate the corresponding best-beam az-
imuth/elevation angles based on the LoS azimuth/elevation
angles. The details are presented in the next subsection. After
merging the data from the two radios, the system model
is trained and operated in the same way as presented in
Section III.

B. Data Fusion

We consider the case where the sub-6GHz radio is co-
located with mmWave radio. We assume that sub-6GHz
radio is equipped with multiple equally-spaced antenna el-
ements along both z and y axes as illustrated in Fig. 8.
To unify the data format for training and inference, we
convert the sub-6GHz CSI data (i.e., (H;, ¢;)) to corresponding
azimuth/elevation angles (i.e., («y, f;,t;)). Fig. 9 shows the
diagram of our data conversion method. It comprises two steps:

o Step 1: Identifying anchor data samples. In this step,

we find those sub-6GHz CSI data samples that coincide
with a mmWave data sample in time. In Fig. 9, CSI
data (H,;, t;) and (H;/, t;/) are two examples showing the
coincidence. Then, the corresponding azimuth/elevation
angles of these two samples can be found, as shown in the
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Fig. 9: The diagram of data fusion.

figure. These CSI data samples will be used as anchors
to calculate the azimuth/elevation angles for the rest of
CSI data samples. In practice, as long as the time gap
between the CSI data sample and mmWave sample is
less than 1 ms, we consider them in coincidence.

o Step 2: Converting the resting CSI data samples. The
data conversion process is illustrated through the example
of (H;,t;) in Fig. 9. We explain this process by the
following three steps.

@ Calculate (0, ,,6,;) for Reference Data Sample.
Consider an incoming signal in the 3D space as shown in
Fig. 8. 0, is the angle-of-arrival (AoA) of incoming signal
for the linear antenna array on x-axis, while 6y, ; is the AoA
of incoming signal for the linear antenna array on y-axis.
Then, the relation between azimuth/elevation angles (v, 3;)
and signal AoA (0,0 ;) can be expressed as:

0y.; = cos *(cos(a;) cos(53:)), (2)
0y.; = cos™ ! (sin(a;) cos(B;))- 3)

@ Calculate (0 ;,0, ;) for Data Sample j. We first focus
on the calculation of 6 ; using the antenna elements on x
axis as shown in Fig. 8. The calculation of 0 ; will follow
the same token using the antenna elements on y axis. Consider
antenna k on x axis. The additional phase shift of its received
signal with respect to the first antenna can be written as:

(k—1)d_

¢x,k =2m OS(QX), (4)

where ) is the wavelength, d is the antenna spacing, 0 is the
AoA of incoming signal.

Denote ¢y 1 ; and ¢y ; are the additional phase shift on
antenna k at time ¢; and t;, respectively. Then, we have

k—1)d
¢x,k,j - ¢X,k‘,i = 277(7)

Based on (5), we further have

A
2n(k —1)d

(cos(fx ;) — cos(Bx:)). (5)

cos(by ;) — cos(bx,i) =

((rbx,k,j - ¢x,k,i) . (6)

Denote Hy ; = [Hx1,j, Hxz2j, ---,Hx k] as the chan-
nel vector measured on the antenna elements on x axis at
time ¢;. In (6), ¢ ; i a component of the phase of channel
coefficient Hy j, ;; and ¢y . ; is a component of the phase of
channel coefficient Hy j ;. It can be seen that the estimation
problem in (6) is similar to the classic AoA estimation prob-
lem. Therefore, the left-hand side of (6) can be estimated using
MUSIC algorithm with the input of Hy ; ® (Hy;)*, where
© is element-wise product and (-)* is conjugate operator.
Mathematically, we have

cos(bx,;) — cos(fx ;) = MUSIC (Hy ; © (Hyx;)*), (7)

where H, ; and H, ; are measured channels from the antenna
elements on x axis at time ¢; and ¢;, respectively.
Based on (7), we have

cos(by ;) = cos(bx,;) + MUSIC (Hy ;, Hy ;) , (8)
By the same token, we have
cos(fy,;) = cos(fy,;) + MUSIC (Hy ;,H, ;) . )

A Calculate (o, 3;,1;) for Data Sample ;. Given cos(fy ;)
in (8) and cos(fy ;) in (9), we can calculate the desired
(a5, B;) as follows:

o1 (cos(ly )

@ =t <cos<ex,j>> ’ (o
-1 cos(fx,;)

B; = cos (cos(aj) ) . (11)

This completes the conversion from (H;, ¢;) to (o, 55,t;).

C. Training and Inference

The only purpose of out-of-band CSI from sub-6GHz radio
is to enrich the dataset for the temporal mmWave beam pre-
diction. It does not alter the training and inference procedure
of TBP. That said, the training and inference operations in this
case are the same as those in Section III.

V. PERFORMANCE EVALUATION

A. Implementation

60GHz mmWave Testbed. We built a mmWave testbed
for the evaluation of TBP using EKIHMC6350 RF front-ends
from Analog Devices. Fig. 10 shows the overall diagram of
our testbed; and Fig. 11 shows a picture of the mmWave
board. HMC6300 supports carrier frequency from 57GHz to
64GHz, and the bandwidth of each channel is 1.8GHz. Two
planar antennas, each with 4x8 patch elements, are used for
this testbed. One is for the transmitter, and the other is for
the receiver. Since the planar antennas cannot steer its beam
electronically; two stepper motors are installed to control the
beam direction in the 3D space. One stepper motor controls the
beam’s azimuth angle; the other controls the beam’s elevation
angle. The angle resolution of stepper motors is 1.8 degree.
The two stepper motors are controlled by the host computer
via its USB interface. The mmWave radio RF front-end is
connected to USRP X310 through baseband I/Q differential
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Fig. 11: The testbed installed on the ceiling of a lab.

interface, and USRP X310 is then connected to a high-
performance computer through 10Gbps SFP+ cable. In our
experiments, USRP X310 is installed with BasicTx and Basi-
cRx daughter-boards to generate baseband signals. All signal
processing modules were implemented in the host computer to
measure the signal strength at receiver. Overall, the mmWave
testbed can support 100MHz instantaneous bandwidth for real-
time communication and 2-dimensional beam steering.

Sub-6GHz Radio for CSI Acquisition. As shown in
Fig. 10, a 5-antenna SDR receiver was built using an array
of synchronized USRP N210 devices to obtain the CSI for
the evaluation of TBP when CSI is taken into account. The 5
omnidirectional antennas are deployed in a cross shape with
3 antennas on x axis and 3 on y axis. The sub-6GHz system
implements commodity 802.11 protocol with a bandwidth of
20MHz.

TBP Implementation. We implement TBP in the host
computer as shown in Fig. 10 using TensorFlow [35]. The
database records the past beam selection information, which
will be used for the beam prediction over time. The data
collection is automated using the beam angles from the local
beam search module in Fig. 3.

B. Experimental Settings

Our experiments were conducted in four scenarios: a lab,
a conference room, a hallway and an apartment. The lab is
220 ft2, with typical cubicles and furniture. The conference
room is about 170 ft?, with a big table and multiple chairs.
The hallway is relatively large and empty with a few display
cases near the wall. The apartment is about 260 ft2, furnished
with common items such as a tea table, chairs, sofa, and TV. In
each scenario, the mmWave radio was installed on the ceiling,
communicating with a mmWave device carried by six different
persons on the floor.

In each scenario, six persons walked along their routing
paths sequentially, and 1,920 trace samples were collected in

total. 30% of the trace data are randomly selected and used
for testing purposes. Along the routing path, the beam angle
samples are recorded in irregular time intervals varying from
tens to hundreds of milliseconds, and sub-6GHz Wi-Fi CSI
was measured once per millisecond.

C. Training Process

The model was trained in each individual scenario. Fig. 12
presents the training and test loss in the lab scenario across
various cases. Examining the training loss for a single-user
case in Fig. 12a, we observed that the model converges after
approximately 60 epochs. When combining mmWave data
with out-of-band CSI, we observed that the convergence time
extends to 80 epochs, as depicted in Fig. 12b. This can be
attributed to the increased complexity of the data. Comparing
the cases with and without out-of-band CSI, we observed that
the loss decreases more rapidly at the beginning of training
when incorporating the out-of-band CSI. This suggests that
the beam direction pattern becomes more discernible with the
additional information. Fig. 12c shows the training loss for
the multi-user case, taking around 100 epochs for the model
to converge due to the high complexity of multi-user data.

D. Performance Metrics and Comparison Baseline

Metrics. We use the prediction error as the performance
metric. Specifically, referring to Fig. 3, the prediction error
of azimuth angle is e, = |o — &|, where & is the predicted
beam azimuth angle while « is the beam angle after beam
refinement. Similarly, the prediction error of elevation angle
iseg =18 —pl.

Comparison Baselines. Two schemes are used as the
comparison baselines for the evaluation of TBP.

o Previous Azimuth/Elevation Angle: For this scheme, we
simply use the previous beam’s azimuth/elevation angle
as the beam direction for the current packet transmission.
Apparently, the performance of this scheme is highly
dependent on the mmWave data sampling rate and the
movement speed of the target mmWave device as well as
the dynamics of the environment.

e LSTM Model: This scheme uses a traditional LSTM
model to predict the beam angles based on the history
of beam angle information. Specifically, we replace the
mLSTM in Fig. 3 with a traditional LSTM for the beam
prediction and remove the adversarial learning compo-
nents.

E. Experimental Results: Beam Angle Errors

In this subsection, we measure the performance of TBP. In
addition, we explore the answers to the following questions:
For a mmWave AP, is it necessary to create and train a model
for each individual user device? If a mmWave AP maintains
a separately trained model for each individual user device,
would it offer a better performance than the case where the
mmWave AP uses a single model for all user devices? To seek
the answers, we conduct experiments in two cases: single-user
case and multi-user case, as detailed below.
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TABLE I: Prediction errors of TBP: single-user case.
TBP’s LSTM’s Previous Point’s
prediction error (degree) prediction error (degree) prediction error (degree)
w/o CSI w/ CSI w/o CSI w/ CSI -
Avg 95% Avg 95% Avg 95% Avg 95% Avg 95%
azi  ele azi ele azi  ele azi ele azi ele azi ele azi ele azi ele azi ele azi ele
lab 38 63 112 147 21 28 50 8.2 6.7 7.5 188 193 52 62 11.6 18.6 8.9 9.8 222 278

conference | 6.9 6.8 122 121 49 6.1 10.7 9.6 9.6 114 170 187 65 73 13.6 140 | 11.3 12.1  20.1 19.8

hallway 7.1 6.6 133 114 6.0 4.1 128 8.7 14.3 127 248 213 87 6.1 173 139 15.3 148 265 248

apartment 65 50 156 168 3.8 45 85 9.3 8.6 8.1 21.1 231 53 6.8 133 162 124 106 273 275

Single-User Case. We first evaluate the performance of TBP
based on the history beam selection profile (without CSI from
sub-6GHz radio).

Fig. 13 shows the CDF of the prediction errors in four
scenarios, and Table I summarizes their average and 95-
percentile prediction errors. It can be seen that TBP performs
better than the other two schemes. In most cases, the average
prediction error of TBP is less than 7 degrees, and the 95-
percentile of its prediction error is less than 16 degrees. Both
of them are smaller than the other two schemes. Particularly,
TBP significantly outperforms the LSTM-based scheme. This
indicates that our proposed mLSTM structure is much more
efficient for beam angle prediction than the traditional LSTM
structure.

We now report the experimental results of TBP when it
takes advantage of available CSI data from co-located sub-
6GHz radio for its training and inference. Fig. 14 shows the
CDF of the measured prediction errors, and Table I shows the
comparison between the cases with and without CSI data from
sub-6GHz radio. It can be seen that, with the utilization of CSI
from sub-6GHz radio, the average prediction error of TBP is
less than 3 degrees in the lab scenario. The average prediction
error is around 5 degrees in the conference room, hallway, and
apartment scenarios. It is larger than that in the lab scenario
mainly because of their large size. It can also be seen that the
use of CSI data can notably improve the prediction accuracy in
the lab scenario and slightly improve the prediction accuracy
in the conference room, hallway and apartment scenarios. This
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Fig. 15: Prediction error for TBP: multi-user case.

TABLE II: Prediction errors for TBP: multi-user case.

TBP’s LSTM’s Previous Point’s
prediction error (degree) prediction error (degree) prediction error (degree)

. . Avg 95% Avg 95% Avg 95%
scenario ™ - - 3 - -

azi ele azi ele azi ele azi ele azi ele azi ele
lab 49 48 109 13.8 6.5 73 18.0 19.1 83 9.5 183 224
conference | 5.1 6.8 141 13.1 6.8 8.6 189 169 8.3 9.6 185  20.8
hallway 69 87 126 16.2 116 10.1 225 227 [ 17.1 141 262 247
apartment 53 50 121 132 72 9.3 19.1  20.6 8.7 9.6 27.1 242

is because the lab has many furniture and equipment and thus
is more reflective than the other three scenarios.

Multi-User Case. We conduct experiments in the four
scenarios by creating and training a single TBP model for
six user devices, and measure the prediction errors to evaluate
its performance. Fig. 15 presents the CDF of our measured
prediction errors in the four scenarios, and Table II summarizes
the average and 95th percentile of the measured prediction
errors. It can be seen that, for most cases, the average
prediction error of TBP is less than 7 degrees. In addition,
TBP significantly outperforms its counterparts (LSTM-based
scheme and previous beam scheme). Compared to the results
presented in Table I and Table II, we found that TBP has
similar performance in the single-user and multi-user cases.
This indicates that a mmWave AP does not need to maintain
(create, train, and re-train) different TBP models for different
user devices. In other words, it only needs to maintain a single
TBP model for all user devices.

F. Throughput Gain

Based on the measured beam angle prediction errors, we
now assess the throughput gain of TBP in some representative
scenarios.

Comparison Baseline. We use the beam search approach in
IEEE 802.11ad (see Section II-A) as our comparison baseline.!
Following the beam search parameters in [2], we assume that
the beam search range is from 0° to 180°, with the step size
being 7°. Also following the setting in [2], we assume that the
measurement of one beam direction takes 60 ps. Therefore,
to search for the best azimuth and elevation angles in the 3D

180 , 180

space, it takes about === X == x 60 ps = 39.6 ms. This is the

'One may wonder why we use IEEE 802.11ad beam search (rather than
the more advanced beam search schemes in the literature) as our comparison
baseline. We argue that, while there are many efficient beam search schemes
in the literature [2], [7], [12], [13], [3], most of them are limited to the
spatial domain. TBP is the first temporal beam prediction approach and
complementary to those schemes. Simply put, TBP can be used on top of
those beam search schemes to further improve the throughput of mmWave
networks.
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Fig. 16: Throughput gain of TBP over the 802.11ad beam
search approach based on the measured beam prediction errors.

airtime overhead of beam search during a beacon interval in
conventional mmWave networks.

To evaluate the throughput, another important factor is the
time duration of a beacon interval (see Fig. 2). Theoretically,
a longer beacon interval will improve the throughput by
amortizing the beam search overhead. However, in practice,
the maximum time duration of a beacon interval is constrained
by channel coherence time. Here, we follow the parameters in
[36] by setting the beacon interval to 100 ms.

Throughput Gain. When a mmWave device uses TBP,
it does not need to search for the whole angle range (i.e.,
0° to 180°). It only needs to refine the beam direction
within its prediction error range. Consider TBP in the lab
scenario for example. Its 99-percentile prediction error is 13.0
degrees for azimuth angle and 24.4 degrees for elevation
angle. Therefore, the beam search time can be estimated by
13x2 5 244X2 5 60 ps = 1.55 ms, where 7 is the angle
search step size and 60 ps is the airtime of one search.
Recall that we assume the beacon interval is 100 ms. Then,
TBP has 100 — 1.55 = 98.45 ms for data transmission. In
contrast, the conventional beam search approach (comparison
baseline) has 100 — 39.6 = 60.4 ms for data transmission.
This means that TBP can improve the throughput by 62%.
Following the same approach, we also calculate the throughput
gain of TBP in other three scenarios. Fig. 16 presents the
projected throughput gain of TBP. It can be observed that
TBP improves the throughput by more than 60% in all four
scenarios. This shows the efficiency and robustness of TBP in
different environments.

VI. LIMITATIONS AND DISCUSSIONS

Evaluation and Testbed. In this work, we evaluated our
design on a custom-made mmWave testbed. While we used the
planar patch antennas for mmWave transmission and reception,
their beam steering function was implemented using mechanic



stepper motors. As such, the beam pattern generated by this
testbed may not be exactly the same as commercial mmWave
communication devices. To address this limitation, our future
work will focus on the implementation and evaluation of
TBP on commercial mmWave devices. We plan to use Sivers
EVK02004 (28GHz) [37] and EVK06003 (60GHz) [38] for
our implementation and evaluation. Those devices support
electric beamforming in real time.

Generalizability of LSTM Model. Despite the recent
advancement of deep learning models, generalizability is still
a fundamental challenge in many of their applications. The
propagation of mmWave signals is highly dependent on the
surroundings in a specific environment. Currently, TBP has
limited generalizability capability. When used in a new envi-
ronment, TBP needs to be fine-tuned using the data from that
environment. This requirement undermines its applicability. In
our future work, we will design a data collection tool to enable
the automation of the fine-tuning of TBP.

VII. RELATED WORK

We review prior works in the following categories.

Learning-based Beam Search. Pioneering works have
been done to predict the beam direction using deep learning.
[13], [14] studied the beamforming problem in highly-mobile
mmWave systems. Their primary emphasis is on vehicular
communications within outdoor scenarios featuring multiple
base stations. They demonstrate the capability to predict the
optimal beam by jointly analyzing the uplink signal received at
these stations. However, it is noteworthy that the network traf-
fic pattern for vehicular communications significantly differs
from that of indoor scenarios. Vehicular environments involve
high-speed mobility, but the trajectory dynamics are less
pronounced compared to indoor scenarios. Consequently, these
studies exclusively employ traditional deep neural networks
without considering the time interval.

In the communication scenarios beyond vehicular contexts,
[15] specifically targets indoor environments. This study takes
into account the orientation of the user’s device at each
location, employing spatial features in 3D space to train
the neural network and align the beam. DeeplA [16] trains
a deep learning model to predict the best beam based on
received signal strength (RSS) obtained from a subset of
beams. However, this approach still necessitates scanning a
subset of beams each time, resulting in a significant overhead
for mobile millimeter networks. [17] is the most relevant work
to our work. It proposed a deep learning-based beam tracking
scheme for mobile mmWave devices. Unlike our work, which
primarily relies on the user’s moving trajectory to predict
the optimal beam direction, this study focuses on estimating
dynamic channels resulting from the user’s minor motion.
Additionally, it incorporates Inertial Measurement Unit (IMU)
sensor measurements as additional input data. The works
mentioned above do not consider practical issues such as non-
uniform and non-smooth data samples, and they are evaluated
through simulation. In contrast, TBP is a practical design and
is evaluated via realistic experiments.

Deepbeam [18] is the only work that has been implemented
on a testbed. It listens to the data transmission between the

TABLE III: Out-of-Band beamforming for mmWave device.

Ref. Out-of-Band sensor of aopp BT
antenna array range

BBS [2] WiFi band 8 antennas 2D 4°
[4] sub-6GHz 4 antennas 2D 10°
MUST [3] WiFi band 3 antennas 3D 10°
[5] sub-6GHz 8 antennas 2D N/A
Listeer [27] Light light sensor array 3D 3.5°
[34] Images Camera 3D N/A

TBP WiFi band 5 antennas 3D 7°

AP and other users, learning unique patterns from the in-
phase-quadrature (I/Q) representation of the waveform. This
allows it to predict the beam utilized by the transmitter and
AoA on the receiver side. However, it relies heavily on other
devices in the environment and primarily focuses on leveraging
spatial features, a distinction from TBP. On the other hand,
[39] improves this method by proposing a deep regularized
waveform learning (DRWL) strategy. This approach demon-
strates the ability to predict beams even with limited samples,
showcasing advancements beyond its predecessor.

The work by [40] focuses on beam tracking in UAV-
mmWave communication, modeling the problem as a multi-
variable Gaussian process and using the Gaussian Process
Machine Learning (GPML) method to address it. However,
it is noteworthy that UAVs typically follow a pre-defined path
with an existing LoS path for communication, distinguishing
it from our approach.

Out-of-Band Assistance for Beam Search. Our work is
also related to the research in this area. Table III compares our
work with prior works. The works [2], [4], [3], [5] harness
the WiFi band to infer the beam directions for mmWave
communications. Most of them use linear antenna arrays for
beam search and are limited to the beam search in a 2D plane.
MUST [3] studied the beam search in 3D space using an array
of three antennas. It achieves 71.2% prediction accuracy and
10° beam tracking error. [41] proposes a self-supervised deep
learning approach, directly mapping the CSI from sub-6GHz to
mmWave beams. TBP was inspired by these works but uses the
out-of-band CSI in a different way. It converts the sub-6GHz
CSI information to the best-beam azimuth and elevation angles
based on history sub-6GHz CSI and mmWave beam angles.

Besides leveraging out-of-band information from the radio
side, LiSteer [27] determines the mmWave beamforming di-
rection by tracking indicator LEDs on APs. Since it relies
on light resources, LoS is required for this solution. Taking a
further step, [34] inputs images captured by the transmitter
and receiver into a deep neural network, identifying beam
directions based on these images. However, both of these
methods require an additional sensor installation on the AP,
which may not be suited for practical mmWave systems.

Compressive Sensing. In addition to out-of-band beam-
forming, compressive sensing technique has been studied for
mmWave beamforming in order to reduce the beam search
overhead [6], [7]. In [6], compressive sensing is directly
applied for beamforming. But it relies on the accurate phase
measurement. In practice, accurate phase information may not
be available due to the existence of carrier frequency offset.
Agile-Link [7] hashes the beam directions and utilizes a voting



mechanism to recover the directions. It can identify the best
path by tracking the change of energy across different bins in
a logarithmic number of measurements. The works in this area
focus on exploiting the spatial correlation of wireless channels
to facilitate the beam search. In contrast, TBP exploits the
temporal channel correlation for beam prediction.

Hierarchical Beam Search. To accelerate the beam search
process, some works have formulated the beam search problem
as an optimization problem [9], [10], [11]. Sophisticated
algorithms have been developed to search the possible beams
in a hierarchical manner so as to minimize the search time.
In practice, the signals from different paths may cancel each
other, leading to an inaccurate estimation of the power in the
beam search process. However, these works are all based on
simulation and without considering practical issues such as
non-ideal antenna radiation and multipath effect. Clearly, TBP
differs from this research line.

Model-based Beam Forecast. [26] studied model-based
beam forecast by utilizing the spatial correlation of 60GHz
near-field channels to predict the future channel when Tx/Rx
moves. It relies on the anchor point channel profile to recon-
struct the channel profiles for nearby points. However, when a
user moves too far from the anchor point, the beam scanning
will still be triggered.

VIII. CONCLUSION

Analog beamforming is a fundamental problem in mmWave
communication systems. One key problem related to analog
beamforming is how to reduce the airtime overhead of beam
selection as it is critical for improving the efficiency of
mmWave communications. In this paper, we presented TBP
for beam prediction in a 3D space by leveraging the temporal
correlation of mmWave channels. The innovation of TBP lies
in the design of a new LSTM model, which is capable of
performing accurate beam prediction by taking non-uniform,
non-smooth history data samples. We further enhanced TBP
by taking out-of-band CSI from sub-6GHz radio as its input
for training and inference. A novel data fusion method was
developed to unify the format of the data samples from the
mmWave and sub-6GHz radios. We have evaluated the perfor-
mance of TBP on a 60GHz mmWave testbed. Experimental
results show that the average prediction error of TBP is less
than 7 degrees in most of our tested cases and that TBP can
improve the throughput by more than 60% in representative
mmWave networks.

Our future work will focus on three directions. First, we
will develop a high-fidelity testbed for the evaluation of TBP.
We will evaluate it on both 28GHz and 60GHz mmWave
testbeds following the 5G/WiFi standards. Second, we are
currently using the LSTM model for the beam prediction.
More advanced deep-learning models have been developed
for computer vision and natural language processing. We will
enhance TBP by employing new models and evaluating their
performance in real-world systems. Third, we will design tools
and protocols to enable the automation of data collection
for the model training of TBP. Such tools will significantly
improve the practicality and generalizability of TBP.
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